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Abstract— Canopy height is a fundamental metric for extract-
ing valuable information about forested areas. Over the past
decade, the light detection and ranging (LiDAR) technology
has provided a straightforward method for measuring canopy
height using various platforms, including terrestrial, uncrewed
aerial vehicles (UAVs), airborne, and satellite sensors. However,
despite its global reach, spaceborne LiDAR data suffers from a
sparse sampling pattern that fails to provide continuous global
coverage. In contrast, satellites like LANDSAT deliver seamless
and extensive coverage of the Earth’s surface through spectral
data. This study aims to develop a deep learning model to infer
canopy heights from sparsely observed LiDAR data, utilizing the
multisensor spectral data from spaceborne platforms. Specifically
tailored for localized sites, the model focuses on regional-level
canopy height estimation by leveraging the relationship between
canopy height and multisensor time-series data from Landsat,
Sentinel-2, and Sentinel-1. We first demonstrate the importance
of integrating multisensor data by training three separate models:
one using only Landsat data, one using only Sentinel-2 data, and
a multimodal model that incorporates Landsat, Sentinel 1, and
Sentinel 2 data to estimate LiDAR-derived canopy height. These
models were tested on two sites in Indiana—Tippecanoe and
Monroe counties—where the multimodal approach produced the
best results, achieving RMSEs of 3.895 and 4.993 m, respec-
tively. We then tested our multimodal model in two additional
counties—Baker County, FL, USA and Piute County, UT, USA—
where the model achieved an RMSE of 5.397 and 3.742 m,
respectively.

Index Terms— Canopy height estimation, localized model,
multisensor satellite data.

I. INTRODUCTION

FORESTS constitute one of the largest terrestrial ecosys-
tems on our planet. They serve as one of the main pillars

supporting the lives of humans and other animals [1]. As a
carbon sink, forests act to sequester a significant amount of
greenhouse gases from the Earth’s atmosphere. They also play
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a crucial role in providing oxygen that sustains life while
removing carbon dioxide from the atmosphere—a primary
contributor to global warming, which endangers the lives of
all living beings.

With the advent of human civilization and urban areas,
forests have consistently fallen victim to depletion for timber
use and land area. Consequently, this has resulted in a sig-
nificant increase in greenhouse gases over the past 100 years,
contributing to global warming [2]. Naturally, the maintenance
and preservation of forest areas have become key sustainable
development goals as declared by the United Nations [3].

Therefore, studying forest structures remains an essential
research topic for monitoring changes in forest areas and
estimating forest biomass. One key metric in understanding
forest structure is canopy height, which denotes the height
of trees in forested regions [4]. Temporally studying canopy
height enables quantification of deforestation, tree degradation,
and the effectiveness of any restoration policies implemented
in the region.

Various methods are used to measure canopy height, each
with its own advantages and disadvantages. The main tradeoff
is between the accuracy and precision of the measurements
and the scale of data collection. These methods include in situ
field measurement, uncrewed aerial vehicle (UAV)-assisted
light detection and ranging (LiDAR), airborne LiDAR, and
satellite-based LiDAR data [5]. In situ field measurements
are the most accurate but also the most labor intensive and
time-consuming. Conversely, LiDAR measurements offer a
less laborious remote sensing alternative, utilizing laser beams
to estimate the heights of the targets they strike. Recently,
UAV-based LiDAR systems have become increasingly pop-
ular for small-scale, forest-level data collection due to their
high accuracy and reduced labor intensity compared to field
measurements [6]. In addition, airborne LiDAR is effective for
medium-scale data collection across counties or states, offering
broader coverage than UAV LiDAR, albeit with a sparser point
density.

Lately, satellite-based LiDAR systems have emerged in the
past decade, enabling the measurement of canopy heights on
a global scale at minimal cost. Notable examples include
NASA’s GLAS (ICESat), ATLAS (ICESat-2), and more
recently, NASA’s Global Ecosystem Dynamics Investigation
(GEDI)—a full-waveform LiDAR instrument installed on the
International Space Station (ISS). The main drawback of
this approach is the limited accuracy and sparse sampling
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of LiDAR measurements. GEDI’s waveform footprint has a
reported horizontal accuracy of 25 m and has covered only 4%
of the Earth’s surface. Its eight observation tracks are 600 m
apart, taking samples every 60 m [7]. Another satellite-based
LiDAR mission, ICESAT-2, utilizes a photon-counting laser
ranging system, unlike GEDI’s full waveform LiDAR. The
advantage of the photon-counting laser system is its 70-cm
separation between each laser pulse along the track [8]. The
primary goal of ICESAT-2 is to measure changes in the
cryosphere, which informs its orbital design to maximize
coverage over the poles and boreal forests at higher latitudes.
Consequently, GEDI, with its specific design to estimate forest
aboveground biomass and an orbital path optimized for these
regions, is a more suitable source for LiDAR observations at
the test sites that we shall discuss later in this article [7].

To address the limitations of LiDAR data, such as
its scarcity and low sampling frequency, researchers have
explored alternative satellite observations to infer canopy
heights. An early study by Pascual et al. [9] effectively
demonstrated this by linking canopy height from airborne
LiDAR with spectral indices from Landsat ETM+ tiles.
Similarly, LaRue et al. [11] found that NDVI strongly cor-
related with structural complexity, with adjusted R2 values
between 0.52 and 0.62. Moving beyond purely spectral anal-
ysis, García et al. [10] and Torres de Almeida et al. [22]
investigated the integration of SAR data from platforms such
as ALOS-PALSAR and Sentinel 1, respectively. Their studies
suggested that while SAR data could enhance canopy measure-
ments, the marginal improvements were often outweighed by
the additional processing demands. These studies collectively
suggest a promising yet complex relationship between canopy
structure and other satellite observations, with a major focus
on engineering useful features from spectral data to accurately
infer canopy height.

Building on the exploration of connections between
the structural information and satellite observations,
Potapov et al. [12] advanced the field by introducing a
global canopy height model that incorporates the GEDI
sensor’s canopy height product, integrated with the Landsat
analysis ready dataset (ARD). One of the level 2 products
of GEDI, known as relative canopy height, is derived from
the full waveform collected by the sensor. Due to the sparse
and limited nature of GEDI’s data, Potapov et al. [12] trained
a per-pixel bagged regression tree model to extrapolate the
relative height 95 percentile (RH95) canopy height using
Landsat ARD tiles. Aimed at developing a global model,
their accuracy assessment resulted in an RMSE of 9.07 m
and MAE of 6.36 m when compared with available airborne
LiDAR data. To incorporate the varying times at which
Landsat imagery was captured throughout the year, they
created 16-day composites for each location [12]. In addition,
they applied cloud masks to select only clear sky observations
and derived annual metrics based on reflectance values
corresponding to specific phenological stages [13].

Following the accelerated advancement of deep neural net-
works, Potapov’s paper has succeeded in a couple of attempts
at establishing global foundation models for canopy height
extraction from RGB satellite imagery using LiDAR data from

airborne and satellite platforms. Notably, Lang et al. [14]
employed a convolutional neural network (CNN) architecture
to extract canopy heights from 10-m resolution optical imagery
from Sentinel 2. Their model reported an RMSE of 7.9 m and
a bias of 1.7 m when compared with an independent airborne
LiDAR dataset. Finally, Tolan et al. [15] achieved promising
results by utilizing self-supervised vision transformers on
high-resolution satellite imagery and training them on both air-
borne LiDAR and GEDI’s spaceborne LiDAR data. Creating
a canopy height map for the state of California and São Paulo,
they achieved an MAE of 2.8 m at submeter spatial resolution.

Overall, progress in this field is marked by two dis-
tinct approaches: global foundation models built on large
architectures and millions of images, yet still relying on
single-temporal optical imagery [14], [15] and smaller scale
models that integrate more diverse sensor information such as
multispectral and SAR reflectance but rely on location-specific
data sources and extensive feature engineering [9], [10],
[11], [22].

In this article, we present a methodology that employs a
locally tailored model while using diverse data sources that
are ubiquitously available, ensuring that it can be reliably
replicated at any global location. Inspired by the success
of multitemporal features derived from Landsat’s surface
reflectance in the study by Potapov et al. [12], we adopt a
deep learning approach capable of processing time-series data
of surface reflectance from spectral satellites like Landsat to
establish a relationship between changes in raw reflectance
values in a region and the regional canopy height. We then
develop a multimodal architecture that learns from time-series
data from multisource satellites—Landsat and Sentinel 2 for
their multispectral reflectance data, and Sentinel 1 for its active
sensor radar data. By focusing on the county level, we present
a framework capable of constructing localized canopy height
models using limited LiDAR data from GEDI and multisensor
data from Landsat, Sentinel 1, and Sentinel 2. As per our
knowledge, this is the first paper that considers reflectance
values as time series data and uses a multimodal recurrent
neural network architecture to extract canopy height from
multiple nonsynchronous satellite sources.

This article is organized into the following sections.
Section II provides an overview of the datasets we used,
the dependent and independent variables employed in our
model, as well as details about the four test sites, where
the experiments were conducted. Section III outlines the pre-
processing procedure and the deep learning model employed
as our framework. Later, in Sections IV and V, we present
our experimental results and discuss our model’s performance
compared with independent airborne LiDAR data and state-
of-the-art global canopy height models, and in Section VI,
we provide the conclusion of our study.

II. DATA AND TEST SITES

A. Spaceborne LiDAR Data

The GEDI is a full waveform LiDAR sensor installed on
the Japanese Experiment Module-Exposed Facility (JEM-EF)
of the ISS in December 2018. The LiDAR system consists
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Fig. 1. GEDI sampling pattern.

of three lasers, two of which are referred to as “power”
beams, while the third is divided into two beams known as
the “coverage” beams. Each beam has a footprint diameter
of approximately 25 m. These four beams generate eight
tracks of data, with alternating shots dithered across the track.
Each track is separated by around 600 m in the across-flight
direction, and the center of each footprint is spaced 60 m apart
in the along-track direction, as shown in Fig. 1. The GEDI
team provides four levels of data products, depending on the
extent of processing applied to the original observations. Level
1A represents the raw waveform data, which is geolocated in
Level 1B. After the initial processing stage, Level 2A provides
canopy top height and relative height metrics, and Level 2B
offers canopy cover fraction and leaf area index. Finally,
Level 3 provides a gridded product of Levels 2 and 4 gives
information about the above-ground biomass (agb) [16].

For our research, we utilized the Level 2A data product
of GEDI, which comprises the canopy height metrics. These
metrics are computed by subtracting the elevation of the
highest detected return from the lowest mode (corresponding
to the ground) of the waveform [17]. GEDI also reports the
height above ground of each energy quantile in the received
waveform, which is the relative height metric. In the case of
one of our test sites, Tippecanoe County, we downloaded 67
GEDI L2A files from the Earth Explorer website, correspond-
ing to data collected from 2020 to 2022.

We examined the latitude and longitude corresponding to
the highest return from each GEDI sample. If the latitude and
longitude fell within the boundaries of the test site, we checked
the sample’s quality flag. The Level 2A product provides a
quality flag for each observation. The flag is determined by a
number of factors such as the energy, sensitivity, and amplitude
of the returned signal. Only samples with a quality flag equal
to 1—corresponding to the highest quality observation—were
selected for further analysis [17].

B. Land Cover Classification Data

The National Land Cover Database (NLCD) is a dataset
produced and distributed by the U.S. Geological Survey
(USGS) [18], providing comprehensive descriptive data of
land surfaces in the form of thematic classes.

With NLCD’s definition, our test sites contain a total of
ten classes for nonwater and nonurban landmass (out of the

TABLE I

NLCD 2019 LAND COVER CLASSIFICATION LEGEND (SOURCE: [29])

total 16 classes). These classes are listed in Table I—the ten
nonwater and nonurban classes start from class number 31.
Provided at a spatial resolution of 30 m, we use this data to
mask out the water bodies and urban areas from our test sites,
as they are beyond the scope of this article. Later, we also
input these classes as supplementary information for our deep
learning model.

C. Airborne LiDAR Data

Airborne LiDAR data from the USGS’s 3-D elevation
program (3DEP) was utilized for validating our test results.
For Tippecanoe and Monroe Counties, Indiana the data was
collected in Spring 2018. For Baker County, FL, USA, the data
were collected between late 2018 and early 2020. Finally, for
Piute County, UT, USA, there was not a single data collection
campaign covering the entire county. The mountainous forest
region on the left were surveyed as part of the Central Southern
campaign and Statewide Kane campaign in 2020, the valley
region in the middle was surveyed as part of the Southern
campaign in 2018, while the Parker Mountain region on the
right was surveyed as part of the Statewide South campaign
in 2020. Even still, these only partially covered the entire
Piute County, which we used for our accuracy assessment.
According to the 3DEP quality assessment for vegetated areas,
both the LiDAR point cloud and the digital terrain model
(DTM) have submeter accuracy [19]. These datasets were
employed to create a normalized digital height model (NDHM)
that served as our validation dataset for assessing the accuracy
of our results. The procedure for generating this validation
dataset is discussed in Section III.

D. Multispectral Satellite Imagery

The Harmonized Landsat and Sentinel-2 (HLS) dataset is a
collaborative effort between NASA and USGS. They provide
multispectral surface reflectance from sensors onboard these
satellites, namely the operational land imager (Landsat 8) and
the multispectral instrument (Sentinel-2) [26], [27].

Sentinel’s various spectral bands have native spatial reso-
lutions ranging from 10 to 60 m, which are resampled to
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Fig. 2. (a) Tippecanoe County in Google satellite view of Indiana. (b) Google satellite view of Tippecanoe County. (c) NLCD map of Tippecanoe County.
(d) NLCD map legend. (e) Monroe County in Google satellite view of Indiana. (f) Google satellite view of Monroe County. (g) NLCD map of Monroe
County.

30 m to match Landsat’s specifications. Multispectral data
from these sensors undergo atmospheric correction, spatial
co-registration, and common gridding. The dataset offers two
primary products: L30 and S30. L30 consists of 30-m reso-
lution data from Landsat, comprising ten bands covering the
visible, near-infrared, shortwave infrared, and thermal infrared
spectral ranges. The S30 product, corresponding to Sentinel-2,
includes 13 bands covering an additional range of the near-
infrared spectrum, including three red-edge bands and a broad
near-infrared band. Unlike Landsat, the sensor on Sentinel-2
does not cover the thermal range.

The quality assessment for both HLS products is provided
by the Fmask band, generated using the Fmask 4.2 software.
Fmask assigns an 8-bit packed integer for each pixel, contain-
ing information about the presence of clouds, water, and snow.
We unpack and modify the Fmask value for use as one of the
features, with the exact modifications discussed in Section III.

E. Synthetic Aperture Radar Satellite Imagery

Sentinel 1, part of the European Space Agency’s Copernicus
Sentinel series, consists of two satellites equipped with C-band
synthetic aperture radar (SAR) [21]. Working as an active
sensor in the radar range of the electromagnetic spectrum,
Sentinel 1 provides continuous data without interruption from
clouds or aerosols.

We use the Level 1 ground range detected (GRD) data
product from Google Earth Engine, which undergoes thermal
noise removal, radiometric calibration, and terrain correction
using the Sentinel 1 Toolbox. Specifically, we utilize two
bands, “VV” and “VH,” corresponding to the two polarizations
collected by the Interferometric Wide Swath mode over land.
As SAR data can penetrate through cloud, no cloud coverage
information is provided with the data product.

F. Test Sites

To conduct our experiments, we selected four counties
across the United States as test sites. Among these, Tippecanoe

and Monroe Counties are located in the state of Indiana, with
their specific locations illustrated in Fig. 2. According to the
NLCD map, 77.46% of nonurban land in Tippecanoe County
is covered by cultivated crops, followed by 11.85% covered
by deciduous forests. In contrast, Monroe County’s landscape
is predominantly deciduous forests, accounting for 74.3% of
the land cover, with 12.04% categorized as pasture/hay.

Our third test site was Baker County, where evergreen
forests and woody wetlands dominate, collectively accounting
for 81.37% of the land cover. Finally, we selected Piute
County, a mountainous region characterized by shrubland
(49.44%) in the valleys and evergreen forests (36.48%) cov-
ering the mountains (Fig. 3)

III. METHODOLOGY

A. Overview

The objective of this study is to develop a model that
establishes a relationship between GEDI’s height metric
and multisensor reflectance values within a localized region,
enabling the extrapolation of the height metric for the entire
region. To explore the significance of each sensor’s data, three
different models are presented in this article. Model 1 is trained
on the HLS L30 dataset, utilizing spectral reflectance bands
collected by Landsat. Model 2 is trained on the HLS S30
dataset, comprising data collected by Sentinel-2’s multispectral
sensor. Finally, Model 3 showcases a multimodal approach
that incorporates asynchronous time series input from Landsat,
Sentinel 1, and Sentinel 2. In addition, each model is also given
the pixel’s NLCD class as one of the features. While NLCD
is created using the Landsat dataset and is only available over
the United States, an alternative for places outside the USA
is Google’s Dynamic World, which utilizes Sentinel data to
create a global 10-m land cover dataset [24].

We conduct two sets of experiments in this article. First,
we train and test Models 1–3 in two of our test sites—
Tippecanoe County and Monroe County. This helps us to
analyze how the input from different satellite sensors affect

Authorized licensed use limited to: Purdue University. Downloaded on March 12,2025 at 12:22:47 UTC from IEEE Xplore.  Restrictions apply. 



GOEL et al.: INTEGRATING SPARSE LiDAR AND MULTISENSOR TIME-SERIES IMAGERY 4404913

Fig. 3. (a) Baker County in Google satellite view of Florida. (b) Google satellite view of Baker County. (c) NLCD map of Baker County. (d) Piute County
in Google satellite view of Utah. (e) Google satellite view of Piute County. (f) NLCD map of Piute County.

the overall accuracy of estimating the canopy height. Second,
we train and test our Model 3 over Baker and Piute Counties,
and compare the performance of our method against the state-
of-the-art global canopy height models. Our models’ output is
the RH95 height for a particular pixel, with a spatial resolution
of 30 m. The training process utilizes the entire training dataset
of each county, and the final raster is tested against a validation
dataset. The validation RH95 raster is generated using the
LiDAR point cloud and DTM from the 3DEP dataset.

B. Preprocessing

The preprocessing stage of our model involves creating
a raster for each of the aforementioned datasets, organizing
the data in a structured manner for easy retrieval when
constructing the feature vector. To illustrate the methodology,
we will use Tippecanoe County as an example, with the same
procedure applied to other counties. All calculations were
performed using WGS 84 geodetic coordinates, i.e., latitude
and longitude. We specifically used the geodetic coordinates
to showcase a pipeline that could be applied to any location
within the bounds of the GEDI footprint.

For Tippecanoe County, the base raster was established as
follows: The top-left corner’s coordinates were 40.56312 N
and 87.09554 W, while the bottom-right coordinates were
40.21435 N and 86.69534 W. Utilizing the spatial resolution
of HLS tiles over Tippecanoe County (0.00031443◦ decimal),
we determined the number of rows and columns, resulting in
1272 rows and 1109 columns.

1) GEDI RH95: GEDI L2A files falling within the bound-
aries of our test site for the years 2020–2022 were downloaded.
We discard the poor-quality observations using the quality flag
provided with the data. For each sample, the latitude, longi-
tude, and GEDI height metrics (RH90, RH95, and RH100)
were stored. Subsequently, we compared these height metrics
with our 3DEP validation dataset, finding that the RH95 height
metric from GEDI exhibits the highest correlation and least

mean bias error with the validation dataset. Hence, the RH95
height metric from GEDI was selected as our target variable
for the model.

Using the base raster specifications, data from these files
were saved in a sparse raster for each county. In cases where
multiple RH95 height observations fell within the same cell,
the values were averaged out.

2) Landsat Features: For our first feature set, we down-
loaded all Harmonized Landsat Sentinel-2 (HLS) L30 tiles
covering our test sites in the years 2020–2022. A total of
69 rasters for Tippecanoe County were obtained, with each
raster having 11 layers—10 surface reflectance bands and one
quality assessment band.

3) Sentinel 2 Features: For our second feature set,
we downloaded all HLS S30 tiles covering our test sites in
the years 2020–2022. Due to the higher temporal resolution of
Sentinel 2, we filtered out all tiles with more than 30% cloud
coverage. This resulted in 103 Sentinel rasters for Tippecanoe
County, each comprising 14 layers—13 surface reflectance
bands and one quality assessment band.

4) Sentinel 1 Features: The last feature set was made
using Sentinel 1 data. We had 176 tiles collected between
2020 and 2022 over Tippecanoe County. The spatial resolution
of Sentinel 1 GRD product is approximately 10 m. To match
the spatial resolution of HLS tiles, we applied a 5 × 5 mean
filter and used nearest neighbors to create Sentinel 1 rasters for
our test sites. This mean filter also helped clean the dataset by
reducing random noise that is commonly found in radar data.

5) NLCD Raster: The NLCD 2019 (CONUS) raster was
obtained from the USGS website and cropped according to
the specified boundaries of our test sites. As the spatial
resolution of NLCD was identical to Landsat, we utilized
nearest neighbors to create an NLCD raster for all the counties.

This raster was employed to mask urban areas and water
bodies from all our data rasters, as they were beyond the
scope of our problem. The excluded NLCD classes were
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11, 12, 21, 22, 23, and 24. Urban areas and water bodies
were intentionally excluded due to their different relationship
between height and spectral reflectance compared to natural
landscapes. In addition, as mentioned before, these classes
were used as additional input to our models, a discussion of
which will follow in this section.

6) 3DEP RH95: Under the 3DEP initiative, each CONUS
state conducted airborne LiDAR data collection which pro-
vides point cloud and DTM tiles.

The DTM tiles in Tippecanoe County have a spatial res-
olution of 2.5 feet and reports the ground height relative to
the GRS 80 reference ellipsoid. To process the data, the point
cloud files for Tippecanoe County were normalized using the
DTM tiles. This normalization involved replacing the Z coor-
dinate of each point in the cloud with the difference between
the Z value and the DTM height of the corresponding pixel.
The new Z value represents the height above ground for each
point. Subsequently, the height-normalized point cloud was
reprojected into WGS 84 geodetic coordinates, replacing the
X and Y coordinates with longitude and latitude, respectively.

Based on the specifications of the established base raster,
all points were grouped according to the raster pixel they fell
under. For each raster pixel, the points belonging to that pixel
were sorted by their height values. The 95th percentile height
was chosen as the pixel value for the raster, referred to as
3DEP RH95. Selecting the 95th percentile height instead of
the maximum height helps account for any outliers in the
data collection procedure of 3DEP. These outliers could result
from the laser beam hitting birds or drones flying above the
canopies during the data collection process, which we aimed to
avoid.

7) Building Feature Vector: We adopt a per-pixel training
regime, where each of our samples corresponds to a particular
pixel of the county’s raster. Our features include time series
reflectance values from one or more of the satellite sensors
discussed above, and the one-hot vector of the pixel’s NLCD
class. Each of our models is trained over samples for which
we have GEDI’s RH95 height metric.

For a test site, two feature vectors were constructed—the
training dataset and the test dataset. The training features
comprised all the samples with GEDI satellite observations,
excluding those classified as water bodies or urban land. For
the test dataset, we compared the results of our model with an
independent airborne LiDAR dataset. We included all samples
in the county for which we had a 3DEP RH95 value, except
those classified as water bodies or urban land.

For Tippecanoe County, the Landsat training dataset had a
shape of (96 113, 69, 11), representing 96 113 training sam-
ples, 69 timestamps, and 11 bands. Meanwhile, the Sentinel 2
training dataset had a shape of (95 878, 103, 14), indicat-
ing 95 878 training samples, 103 timestamps, and 14 bands.
Finally, the shape of Sentinel 1 training dataset was (95 912,
176, 2). The varying number of training samples in these
datasets is due to the removal of samples with corrupted
sensor values. The test dataset for Landsat and Sentinel 2 had
1.187 million samples, while Sentinel 1 had 1.184 million
samples, each with corresponding numbers of timestamps and
bands.

Fig. 4. Unimodal architecture for Model 1–estimates RH95 canopy height
using HLS L30 time series dataset. HLS L30 was replaced with HLS S30 for
Model 2.

8) Quality Assessment Band: The quality assessment band,
named Fmask, is included in the HLS dataset and provides
information on the presence of clouds and aerosols in the pixel.
They are represented by an 8-bit packed binary integer [20].
With a packed binary integer, the numerical difference between
two values does not correspond to the amount of contamination
the pixel might have. To prepare it for our model, we converted
all pixels without clouds (bit 1 equals 0) to 1. All pixels
with clouds but low/climatology aerosol level (bit 7 equals
0) are given a value of 0.5. Finally, all pixels with clouds and
moderate/high aerosol levels (bit 7 equals 1) are given a value
of 0. The following is the code we developed to carry out the
modification.

def unpack_Fmask(fmask):
qa = 0

if fmask/2 % 2 == 0:
qa = 1 # Clear sky

elif fmask/2 % 2 == 1:
q = fmask // {2^7}

if q % 2 == 0:
qa = 0.5 # Partially clouded

else:
qa = 0 # Completely clouded

return qa

C. Model Training and Evalution

1) Model Architecture: In this article, we employ two dis-
tinct deep learning architectures, both rooted in the recurrent
neural network long short-term memory (LSTM) [25]. For
Models 1 and 2, we construct a unimodal architecture utilizing
a single layer of LSTM, followed by a fully connected dense
layer, as shown in Fig. 4. In addition, we incorporate NLCD
classes as input by separately passing the one-hot encoded
vector of the class through a fully connected layer. The outputs
from these two streams are concatenated and fed through two
additional dense layers, culminating in the RH95 GEDI height
metric output. Even though the NLCD classes arguably count
as another modality, we consider these models unimodal as
they learn from a single source of surface reflectance time
series data.
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Fig. 5. Multimodal architecture for Model 3—estimates RH95 canopy height
using HLS L30, HLS S30, and Sentinel-1 time-series datasets.

Model 3 constitutes a multimodal architecture capable of
processing asynchronous time-series information from Land-
sat, Sentinel 1, and Sentinel 2. Here, the time-series data from
each sensor undergoes a layer of LSTM and a fully connected
layer separately, following which they are concatenated and
sent through two additional fully connected layers, as shown
in Fig. 5. Similar to Models 1 and 2, the encoded NLCD
class is concatenated here as well. We employ the Adam
optimizer as our activation function and utilize L1 loss for all
our models. To set the number of nodes in the aforementioned
layers, we utilize a hyperparameter tuner. This tuner executes
the training regime ten times using different hyperparameters
and selects the best ones based on the L1 loss of a set-aside
validation dataset—the training data was split 80:20 into
training and validation sets based on stratified sampling of
canopy height.

As the final filtration step, we utilize the modified Fmask
value to ensure that no Landsat or Sentinel date has more than
50% of training samples with moderate/high aerosol levels.

2) Validation: After completing the model training and
predicting the heights for the test dataset, we proceeded to
validate our results by comparing them with the 3DEP RH95
height. We calculated several performance metrics to assess
our model’s accuracy. These metrics included mean absolute
error (MAE), root mean squared error (RMSE), R-square (R2),
and slope. The equations for each of these metrics are as
follows.

1) MAE:

MAE =
1
n

n∑
i=1

|yi − xi |. (1)

2) RMSE:

RMSE =

√√√√1
n

n∑
i=1

(yi − xi )
2. (2)

3) R2:

R2
= 1 −

∑n
i=1(yi − xi )

2∑n
i=1

(
yi − ȳ

)2 . (3)

Here, yi represents the pixel values observed from the
validation model, ȳ represents the mean of those pixel values,

xi represents the pixel values predicted from our trained model,
and n represents the total number of pixels. These metrics
provide insights into our model’s accuracy and performance.
Our validation results in this article compare the overall per-
formances of our models against the independently collected
3DEP dataset.

3) Global Canopy Products: The three global canopy
map benchmarks that we compared our results against, are
described as follows.

a) Potapov’s model: Potapov et. al.’s model [13], acces-
sible on their website [23], employs a bagged regression trees
model on features derived from Landsat ARD Collection 1.
Their model undergoes an extensive preprocessing procedure
involving the generation of 16-day composites to ensure con-
sistent features for a global-scale model, along with removing
cloud-covered pixels. They extract 546 metrics from the Land-
sat files to train their model. To evaluate Potapov’s model’s
performance in our study area, we conducted a comparative
analysis of their model in all four counties against the 3DEP
RH95 model.

b) ETH model: Lang et al.’s model [14], accessible
through the Google Earth engine, employs a fully CNN over
Sentinel 2 optical images, and produces a global canopy height
model at a spatial resolution of 10 m. They use a sparse raster
from GEDI RH98 to train their CNN model. To perform a fair
comparison, we down-sample their model at our test sites to
30 m resolution by taking a mean of 9 pixels in each 30-m
grid.

c) META model: Tolan et al.’s model [15], accessible
through Amazon web services, uses a self-supervised learning
regime over Maxar optical imagery for the states of California
and São Paulo, followed by a CNN using GEDI RH95 mea-
surements to produce a global canopy height model. Producing
a canopy height model at 1-m resolution, we downsample
their model to 30 m by taking 95 percentile height from the
900 pixels in each 30-m grid.

IV. EXPERIMENTAL RESULTS

In this section, we present the outcomes from our three mod-
els, evaluating their performance and comparing them against
the 3DEP RH95. Subsequently, we compare our multimodal
model against the three state-of-the-art global canopy height
model—Potapov et al. [12] (Potapov), Lang et al. [14] (ETH),
and Tolan et al. [15] (META).

A. Comparison Among HLS L30 Model, HLS S30 Model,
and Multimodal Model

For two of our test sites, Tippecanoe County, IN, USA,
and Monroe County, IN, USA, we constructed RH95 CHMs
using Model 1 (HLS L30), Model 2 (HLS S30), and Model 3
(a multimodal architecture). The output results and density
plots are presented in Figs. 6 and 7, while the accuracy of these
models compared to 3DEP RH95 is summarized in Table II.

In Tippecanoe County, the RMSE values for Models 1–3
are 4.145, 4.087, and 3.875 m, respectively. Meanwhile,
in Monroe County, the RMSE values for Models 1–3 are
5.230, 5.228, and 4.993 m, respectively. The accuracy metrics
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Fig. 6. Tippecanoe County: model results. 3DEP RH95 is the validation height map, while HLS L30 RH95, HLS S30 RH95, and multimodal RH95 are the
estimated height map from Models 1–3, respectively. The three density plots show the performance of each model with respect to 3DEP RH95.

Fig. 7. Monroe County: Model results. 3DEP RH95 is the validation height map, while HLS L30 RH95, HLS S30 RH95, and multimodal RH95 are the
estimated height map from Models 1–3, respectively. The three density plots show the performance of each model with respect to 3DEP RH95.

indicate a general trend where the HLS S30 model outperforms
the HLS L30 model. This improvement is likely due to the
higher temporal resolution of the Sentinel-2 satellite compared
to Landsat. In addition, Sentinel-2 offers three extra red-edge
bands in the near-infrared spectrum that are unavailable in the
Landsat dataset, further enhancing performance.

The KDE plot for both test sites reveals that the HLS L30
model underestimates forest heights greater than 25 m, with
a plateau around 20 m in Tippecanoe County and 30 m in

Monroe County. Although the HLS S30 model mitigates this
issue to some extent, the multimodal model surpasses both,
accurately estimating heights beyond 30 m. Furthermore, this
model demonstrates superior ability in capturing the in-class
variability of forest land cover, as shown in both the RH95
map and the KDE plot.

The enhanced performance of the multimodal model under-
scores the advantage of integrating the spectral reflectance
from both the Landsat and Sentinel-2 datasets, as they
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Fig. 8. (a) Baker County: model results. (b) Piute County: model results. 3DEP RH95 is the validation height map, while multimodal RH95 is the estimated
height map from Model 3. The density plots show the performance of the model with respect to 3DEP RH95.

TABLE II
COMPARISON OF MODEL PERFORMANCE IN TIPPECANOE

AND MONROE COUNTIES

complement each other’s temporal gaps. In addition, the inclu-
sion of Sentinel-1 data, which provides active radar bands,
further improves the model’s robustness.

B. Comparison With Global Canopy Height Models

We applied the multimodal architecture to two additional
counties—Baker County and Piute County. The resulting
RH95 maps and density plots are presented in Fig. 8.

In this section, we compare our model’s results across the
four test sites against global canopy height models. Fig. 9
shows the canopy height maps from Potapov, ETH, and META
for Tippecanoe and Monroe Counties, alongside their density
plots against our 3DEP validation dataset. Similarly, Fig. 10
presents their results for Baker and Piute Counties.

In Baker County and Piute County, we achieved RMSE
values of 5.397 and 3.742 m, respectively (Table III). The
KDE plots from each of the four test sites show consistent
results along the one-to-one line, particularly in forest-dense

regions of Monroe and Baker Counties. In both counties, our
model achieved the best R2 and RMSE values compared to
the global canopy height products.

One limitation of our model is the slight overestimation in
cropland and shrub-dominated areas, which are predominant
in Tippecanoe and Piute Counties, respectively. This overes-
timation negatively impacts our MAE in the regions, where
the global canopy models—defaulting to zero height—tend to
perform better.

C. Boundary Pixel Error

Upon inspecting the KDE plots across all our models,
a recurring issue contributing to prediction errors became
apparent: the presence of flat concentrations of points parallel
to the X - and Y -axes. These points represent either nonzero
true heights being predicted as close to zero, or near-zero
heights being predicted as nonzero. From KDE plots in
Figs. 9 and 10, we see that similar phenomenon can be seen
in the benchmark datasets as well. Further investigating the
cause of this error, we conducted a spatial analysis of the
locations of these pixels in our model. Predominantly found
at the boundaries of land cover classes, such as the edges of
forested areas, these pixels were spread across the county at
all our test sites.

To quantify the effect of this phenomenon, we leveraged
the NLCD and eliminated the boundary points of all land
cover types. We then recalculated our accuracy metrics for
the remaining points. As shown in Table IV, this adjustment
resulted in noticeable improvement across all our test sites.
The RMSE in Tippecanoe County decreased by nearly a meter,
now at 3.037 m, while in Monroe County, the RMSE dropped
to 4.305 m. Similarly, the RMSE in Baker County and Piute
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Fig. 9. Our, Potapov, ETH, and META canopy height models for Tippecanoe and Monroe Counties, and their density plots against 3DEP RH95.

County reduced to 5.095 and 3.515 m, respectively. This
improvement, which can be found across various accuracy
metrics, illustrates that the discrepancy between the model’s
output and the validation data is higher at the boundaries of
land cover classes than otherwise and is one of the main
contributors to the overall error.

The errors associated with these boundary pixels may arise
from various factors. Given that we are working at a spatial
resolution of 30 m, it is highly likely that these pixels are
mixed, with reflectance originating from multiple land cover
types. In addition, intrinsic spatial referencing errors across
different platforms could be a contributing factor, particularly
at boundaries where there is a sudden change in height values.
Addressing this issue is a broader challenge that requires
further investigation in the future.

V. DISCUSSION

Accurate and timely canopy height modeling is essential
for tracking forest health, carbon storage, and ecosystem
changes. Precise models enable better monitoring of defor-
estation and biomass, while timely updates help capture rapid
environmental shifts. These insights are critical for improving
land management and informing climate action, aligning with
the goals of this study to enhance localized canopy height
estimation using multisensor satellite data.

This study aimed to improve localized canopy height esti-
mation by integrating sparse LiDAR with multisensor satellite
data. From the literature, we see that previous attempts at
creating localized models depended heavily on hand-crafted
features and traditional ML algorithms to estimate canopy
heights. On the other hand, in recent years, studies have
employed deep learning to create larger scale canopy height
models. Though some studies were able to generate global
canopy height models, they offer less flexibility in terms of
the height metric they use, or for which time frame the
model was trained for. This ambiguity can hinder timely
and accurate applications where precise data vintage is crit-
ical. Consequently, smaller scale forest studies require a
pipeline that is easily trainable with limited resources and
time.

In our proposed pipeline, we utilized the HLS dataset,
which synchronizes the tiling structure of Landsat 8/9 and
Sentinel-2 A/B, providing surface reflectance values from
the corresponding sensors. In our first set of experiments,
we built models using data solely from the Landsat counterpart
of the HLS dataset (HLS L30), solely from the Sentinel-2
counterpart (HLS S30), and then proposed a multimodal
architecture that integrates data from both satellites, along
with SAR data from Sentinel-1. As the results demonstrate
progressive improvements in accuracy metrics from Models
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Fig. 10. Our, Potapov, ETH, and META canopy height models for Baker and Piute Counties, and their density plots against 3DEP RH95.

1 to 3, our experiments underscore the advantage of the three
additional red-edge bands in Sentinel-2 for predicting various
canopy heights [28], as well as the benefits of incorporating
data from different satellites, each complementing the other’s
temporal gaps. Additionally, while radar data (e.g., Sentinel-1)
has commonly been used to derive 3-D information about
Earth’s surfaces, such as building structures, this study reveals
that radar can also be highly beneficial for analyzing forest
structure.

In our second set of experiments, we compared the results
of our multimodal model with various global canopy height
products across the four test sites. These sites were chosen
to evaluate our model’s performance in different land cover
conditions. Notably, our model outperformed the global mod-
els most significantly in Baker and Monroe Counties, both
of which are heavily forested regions. As a general trend
across all our test sites, we achieved better R2 and RMSE
compared with the benchmark models. However, our perfor-
mance in terms of MAE was more limited, particularly in
Tippecanoe and Piute Counties. Both RMSE and R2 penalize
large deviations from the true values more heavily, indicating
that our model excels at distinguishing between different
land cover types and differentiating taller canopies, like trees,
from shorter canopies, such as crops and shrubs. On the
other hand, in Tippecanoe and Piute Counties, our model
tends to slightly overestimate canopy heights for crops and
shrubs, contributing to the higher MAE. Since MAE linearly
penalizes deviation from the true value, a greater number of
samples with small differences can have a more significant

impact on MAE than a smaller number of samples with larger
differences.

It is worth noting that the ETH and META models are
originally provided at 10- and 1-m resolutions, respectively,
but we downsampled them to 30-m resolution for comparison
with our 30-m 3DEP RH95. We only present their result
to show our model’s comparable performance against them.
In addition, our results demonstrate that beyond extracting
spatial features from RGB imagery as done by the ETH and
META models, temporal changes in reflectance values can
also be leveraged to infer canopy heights—particularly when
multispectral satellites such as Landsat and Sentinel-2 provide
a wide array of spectral bands. The future research should
explore incorporating both spatial and temporal features into
network architectures to enhance canopy height estimation at
local and global scales.

Finally, using a localized approach against a global foun-
dation model involves certain tradeoffs. While the primary
motivation behind our model is to create a transparent and cus-
tomizable pipeline for users conducting smaller scale studies,
it inherently limits its applicability outside the geographical
extent of its training data. Scaling the multimodal LSTM
network to a larger geographical scope requires additional pre-
processing steps, primarily to synchronize time-series inputs
across different locations. As our model leverages the time
series of reflectance values from satellites, the epochs from
each satellite are consistent only within the scope of their
respective tiles. To expand this approach to larger scales, it is
essential to harmonize the time series from different locations.
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TABLE III
COMPARISON OF MODEL PERFORMANCE ACROSS DIFFERENT COUNTIES

TABLE IV
ANALYZING BOUNDARY PIXEL ERROR IN OUR MULTIMODAL MODEL

This could involve creating 15 day or monthly aggregates of
images from each satellite, akin to the methodology adopted
by Potapov et al. [13].

VI. CONCLUSION

This article introduces a novel framework for deriv-
ing canopy height observations from multimodal satellite
reflectance values. Through experimentation in our four test
sites, we have demonstrated the feasibility of localized site

extrapolation using raw surface reflectance values obtained
from satellites, such as Landsat, Sentinel-1, and Sentinel-
2. Leveraging deep learning architectures, our framework
achieves performance comparable to state-of-the-art results,
particularly by treating temporal reflectance data as time series
and employing recurrent neural networks like LSTM.

In recent years, significant research efforts have been
directed toward using deep learning architectures that estimate
canopy heights from satellite imagery and airborne/spaceborne
LiDAR data. However, these efforts have predominantly relied
on RGB imagery, inferring canopy height based solely on
spectral information from the three bands and the spatial
context within the images. Given the availability of a con-
tinuous influx of diverse information, including multispectral
bandwidths and radar data, our objective was to explore the
potential of incorporating such data to enhance canopy height
inference. Our results support this hypothesis, demonstrating
progressively enhanced performance from Landsat to Sentinel-
2, which offers broader coverage of the electromagnetic
spectrum, to a multimodal model that also integrates SAR data
from Sentinel-1. Since these datasets are readily accessible
through application programming interfaces (APIs), future
work could focus on automating the preprocessing steps and
further streamlining the creation of training datasets. Addi-
tional improvements might involve exploring super-resolution
techniques to mitigate boundary-pixel errors and evaluating the
robustness of our model across other biomes, such as tropical
and boreal forests. Finally, our findings advocate for leveraging
temporal variations in reflectance data, as these variations offer
deeper insights into how canopy height influences the spectral
signatures observed from space.
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